MAIN GOAL

d Code-switching is when speakers switch
between multiple languages within a single

utterance.

Jd Common phenomenon in multilingual societies.
 Limited avallability of data poses challenges for
building computational models for code-

switched speech.
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finite-state

machines and

J DLMs can be easily

represented as

iIncorporated with
the standard ASR

pipeline
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EXPERIMENTS & RESULTS

ASR token
orror rates car Dev | 4559 | 4559 | 44.93
Test | 47.43 | 47.48 | 46.96
using DLMs Dev 35.20 35.26 | 34.91
% tardard TONN+SAT st | 3742 | 3735 | 37.17
standar
RNNLM Rescoring D&Y | 3421 | 34.11 | 3385
Ms Test | 36.64 | 3652 | 36.37
AT Dev | 4848 | 48.17 | 47.67 | Token error
Test | 49.07 | 49.04 | 48.52 |
Dev | 4059 | 4048 | 40.12 | rates with
TDNN + SAT
Test | 4134 | 4132 | 4113 | 1, training
| Dev | 4020 | 4009 | 39.84
RNNLM Rescoring —— <~ 2098 | 4090 | 40.72 | data

 Objective: How do we build better language OBSERVATIONS

d SEAME corpus of conversational Mandarin-

d Code-switching boundaries. Code-switched

models (LMs) for code-switched speech without English code-switched speech

bigrams with counts of < 10 occupy 87.5% of the

the aid of external resources?

# Speakers 90 37 30

Durations (hrs) 56.6 18.5 18.7 total number of code-switched bigrams in the
APPROACH # Utterance | 54,020 | 19,976 | 19,784 o | |
# Tokens 539,185 | 195,551 | 196,462 training data (of which 55% are singletons)

d Dual language models (DLM). Combine two

3 Perplexity on the dev/test sets using standard - lllustrative examples.

LMs and DLMs with different smoothing

monolingual LMs and use a probabilistic model to

switch between them

techniques A B total E H++ 920.8 720.4
J DLMs are structured as a cooperative game i % % F meeting T 92.2 75.9
- Mixed LM | DLM |Mixed LM| DLM SUBSEQUENT WORK
petween two players, each in charge of 300€ Turing 5383 329.2 534, 372 d Can we retain state when switching between
generating tokens in one of two languages: NIESEENEY Sl srecd) | SIS L S

1 Kneser-Ney smoothed dev/test set perplexities languages? Can we use monolingual data to pretrain

» Each player produces at least one token

using varying amounts of training data each individual monolingual LM?

before switching or terminating

T STYERIY TV I d Garg, et al. “Code-switched Language Models
> . . . in N IXe IXe
For simplicity, players do not retain any T 2707 3729 2761 3699 Using Dual RNNs and Same-Source
TR 1/2 362.1 350.6 400.6 389.8
state on switching /3 2636 | 3560 | 2086 | 3942 Pretraining”, To appear in EMNLP 2018.




